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Abstract — Image recognition – renowned as computer vision 
– is the expertise of adopting and examining images, to 
produce quantitative and qualitative information. It is an 
approach of importing what is naturally reinforced in the 
human eyes and the brain into a computer’s processor. Text-
to-speech is a technology that converts text into speech. In this 
paper, a new interactive learning tool which appends these 
two technologies is called forth. This tool, when reading a text 
using TTS software, senses an image, employs image 
recognition technique to materialize the image into text. This 
content is then converted to speech. The system undergoes 
various phases such as pre-processing, feature extraction, 
object recognition, edge detection, image segmentation and 
text-to-speech (TTS) conversion. An algorithm to convert 
graphical material to speech is incorporated along. The 
proposal is a modest endeavour to help in the education of the 
unsighted. 

Keywords — Text to speech, Image recognition, Pattern 
recognition, Graph Digitizer. 

 
I. INTRODUCTION 

285 million people are estimated to be visually impaired 
worldwide: 39 million are blind and 246 have low vision. 

Blind people, all over the world face troubles in accessing 
printed material. There is a growing awareness that, the 
education that they receive is failing them. The urge to 
create new devices and tools that serve as non-visual 
alternatives has become important. In this way, quality 
education can be provided to them so as to prepare them to 
compete in the demanding high tech economic society of 
the 21st century. 

Until this day, a number of assistive technological 
tools (Screen Reading software, special talking, and 
Braille devices) have been developed to help the 
visually challenged on a regular basis, including 
helping them use the internet and its resources 
efficiently. 

The Text-to-Speech is a technology that converts text 
to speech. Text-to-speech is becoming more of a 
common feature on web sites, providing users the 
option to read the text on their own or have it read to 
them. For people who have difficulty decoding text, 
text-to-speech software can be used to support reading 
of digital text including but not exclusive to Word 
documents, email, accessible PDFs, and information on 
the Internet. 

Though Screen reader technology like TTS, convert 
natural language text to speech, they fail to interpret the 
images between the texts. 

An Image recognition technology can be used along with 
the TTS in this case. Image recognition, also known as 
computer vision, is the method of acquiring, analyzing, and 
understanding mages to produce numerical information. It 
is a method of importing what nature built with the human 
eyes and brain into a computer’s processor. 

In Image recognition, focus is made on a particular field 
called Pattern recognition that deal with recognizing 
anything ranging from everyday objects to scenes 
describing a person’s action. 

The real problem arises when the printed text contains 
graphical material within it. Various methods have evolved 
that aim to solve the problem, ranging from those based on 
technology to the construction of models, which the learner 
relying on tactile representation, can employ. 

II. LITERARY SURVEY 

Yi-Ren Yeh, Chun-Hao Huang, and Yu-Chiang Frank 
Wang present a approach for solving cross domain pattern 
recognition problem by domain adaption techique where 
processing and recognition of data and features are done on 
different domains. 

International Journal of Scientific & Engineering Research, Volume 6, Issue 10, October-2015 
ISSN 2229-5518 

33

IJSER © 2015 
http://www.ijser.org 

IJSER



Fa
Rua
arch
obj
hum

Ia
syn
rec
alg
the
sim
in 
Ap
app

an-Chieh Che
an proposed 
hetype form v
ects from an

man machine i

asonas Kokk
nergy betwe
cognition u
gorithm. An 
ese two tasks. 
multaneously 

terms of obj
ppearance Mo
pearance varia

 

        

eng, Shih-Ch
the mechanis
video sequenc
ny application
interaction, ob

kinos and Pe
een image 

using Expec
iterative oper
These two ta

segmenting an
jects. Objects

odel (AAM) as
ation. 

hia Huang, a
sm of remov
ce to expose 
ns such as 
bject recogniti

etros Maragos
segmentation

ctation-Maxim
ration is appl

asks are perfor
n image and r
s are modelle
s they capture

Fig. 

and Shanq-Ja
ing backgrou
foreground a
traffic securi
ion and so on.

s construct t
n and obje

mization (EM
lied to perfo
rmed iterative
reconstructing
ed using Acti
e both shape a

III.1. SYS

TEXT

Letter to 
sound/ 

Dictionary

Linguistic 
Analysis

Acoustic 
Database

Selection of 
units

Speech
(Final Output)

1 System Archite

ang 
und 
and 
ity, 
. 

the 
ect 
M) 
rm 

ely, 
g it 
ive 
and 

g
D
p
n
te

e
re

P

STEM ARCH

Generat

Text m
with sp
signa
datab

ecture of Image t

In this paper
graphical mat
Digitizer is a s
plots and scan
numbers and 
extual interpre

When the tex
mploys the 
epresentation 

Here, to iden
Plot Digitizer o

ITECTURE 

Data 
Acquisition
and Sensin

IMAGE

Pre‐processin

Feature 
Extraction

Classificatio

te Text

match 
peech 
al in 
base

o text and text to 

III. PROPO

r, an ideal m
terial to vis
software that 
nned lines int
scanned at r

etation of the 

xt to voice co
algorithm 

to text, on no

ntify graphs, a
or Engauge is 

n 
g

ng

n

Database

speech

OSED WORK

method is pro
sually impair
converts the 

to a series of
regular interv
graph. 

onvertor is re
to convert

ticing a graph

a graph digiti
used. 

K 

oposed to con
red students.
bar-graph, sca
f numbers. Th
als to produc

eading the tex
t the graph
h. 

izer software 

GRAP

Digitize

Plotted Po

Scanning
regular int

Natur
langua
convers

H

er

oints

g at 
ervals

al 
ge 
sion

 

nvey 
. A 
atter 
hese 
ce a 

xt, it 
hical 

like 

International Journal of Scientific & Engineering Research, Volume 6, Issue 10, October-2015 
ISSN 2229-5518 

34

IJSER © 2015 
http://www.ijser.org 

IJSER



IV. TEXT – TO – SPEECH 

Speech Synthesis is the artificial production of 
human speech. A computer system used for this 
purpose is called a speech computer or speech 
synthesizer, and can be implemented 
in software or hardware products. A text-to-speech 
(TTS) system converts normal language text into 
speech; other systems render symbolic linguistic 
representations like phonetic transcriptions into 
speech. 

Initial stage of text to speech conversion is to 
record the voice. In order to reproduce the natural 
sound of each language, a speaker records a long 
series of texts of all nature. Those texts contain 
every possible sound in the chosen language. These 
recordings are then sliced and organised into an 
acoustic database. During the database creation the 
recorded speech is segmented into the following: 
diphones, syllables, morphemes, words, phrases 
and sentences.  

Traditionally a text-to-speech system is assembled 
through two parts: a front-end and a back-end. The 
front-end involves two major functions. First, it 
converts raw script comprising symbols like 
numbers and abbreviations into the matching 
counterpart of written words. This process is often 
called text normalization, pre-processing, 
or tokenization. The front-end then 
allocates phonetic transcriptions to each word, and 
divides and marks the text into prosodic units, 
like phrases, clauses, and sentences. This method of 
allotting phonetic transcriptions to words is 
called text-to-phoneme or grapheme-to-
phoneme conversion.  

The output is the phonetic transcriptions and 
prosody information conjointly make up the 
symbolic linguistic. The representation of an 
utterance that uses symbols to 
represent linguistic information such as information 
about phonetics, phonology, morphology, syntax, 
or semantics is referred to as linguistic 
representation.  The back-end is the synthesizer. It 
converts the symbolic linguistic rendition into 
sound. In certain systems, this part includes the 
computation of the target prosody (pitch contour, 
phoneme durations), which is then imposed on the 
output speech. 

 

 
V. IMAGE RECOGNITION 

 
Image recognition is the expertise of adopting and 

examining images, to produce quantitative and 
qualitative information. It is an approach of 
importing what is naturally reinforced in the human 
eyes and the brain in a computer’s processor 

 
Image processing and image analysis tend to 

focus on 2D images, how to transform one image to 
another, e.g., by pixel-wise operations such as 
contrast enhancement, local operations such as 
edge extraction or noise removal, or geometrical 
transformations such as rotating the image. This 
characterization implies that image 
processing/analysis neither require assumptions nor 
produce interpretations about the image content. 

 
The phases in this stage are pre-processing, 

feature extraction, object recognition, edge 
detection and image segmentation. 

 
The inceptive step in image recognition is Noise 

reduction. Noise reduction is the process of 
removing noise from a signal. All recording 
devices, both analogue and digital, have traits 
which make them susceptible to noise. A set of 
connected pixels that forms a boundary between 
two disjoint regions is known as an edge. The task 
of segmenting an image into regions of 
discontinuity is done using edge detection. Edges 
usually occur on the boundary of two different 
partitions in an image. Edge detection helps to 
clearly identify the changes in region of an image 
where gray scale and texture change in the regions 
of an image. Canny algorithm concentrates 
predominantly on three main objectives of low 
error rate, minimize distance between real edge and 
detected edge and minimum response i.e. one 
detector response per edge to detect the edges in an 
image. 

Image segmentation is a further high-ranking 
aspect necessarily entailed to apportion an image 
into regions or categories which then aids in 
identifying identify precisely the object in an 
image. Segmentation functions on the properties 
shown by the pixels in an image, every pixel which 
belongs to same category has similar gray scale 
value whereas pixels of different categories have 
dissimilar values. Segmentation is often one of the 
pivotal steps in examining the images because 

International Journal of Scientific & Engineering Research, Volume 6, Issue 10, October-2015 
ISSN 2229-5518 

35

IJSER © 2015 
http://www.ijser.org 

IJSER

https://en.wikipedia.org/wiki/Speech
https://en.wikipedia.org/wiki/Software
https://en.wikipedia.org/wiki/Computer_hardware
https://en.wikipedia.org/wiki/Symbolic_linguistic_representation
https://en.wikipedia.org/wiki/Symbolic_linguistic_representation
https://en.wikipedia.org/wiki/Phonetic_transcription
https://en.wikipedia.org/wiki/Front_end_processor_(program)
https://en.wikipedia.org/wiki/Back-end
https://en.wikipedia.org/wiki/Tokenization_(lexical_analysis)
https://en.wikipedia.org/wiki/Phonetic_transcription
https://en.wikipedia.org/wiki/Prosody_(linguistics)
https://en.wikipedia.org/wiki/Phrase
https://en.wikipedia.org/wiki/Clause
https://en.wikipedia.org/wiki/Sentence_(linguistics)
https://en.wikipedia.org/wiki/Grapheme


additiona
an image
The task
more fac
While co
algorithm
partial an

Digitizi
an object
a signal (
set of 
called dig
a digital 
the signa
the docum
the lines 

McQua
immense
"allows i
carried 
interming

Report 
obtain p
scanned 
data poin
linear, l
orthograp
digitizer 

It also s
An imag
is implem

In the p
the elem
The algo
analyzing
natural la

 

al overhead of
e while worki
k of impleme
cile once Im
onsidering a 

m, the succes
nd sometimes 

VI. GRAP

ing or digitiza
t, image, 
(usually an an
its points 

gital  represen
image, for the

al. For a docum
ment image o
end or change

ail identifies th
e significance 
information of
with the s

gled". 

VI.1 GRA

data based on
plotted points
images of a p
nt. Plot digit
logarithmic 
phic notes. E
software writt

semi-automati
ge vectorizatio
mented here. 

proposed algo
ments of X and
orithm perform
g constant reg
anguage interp

f moving to ea
ing with obje
enting other 
mage segmen

fully autom
ss of image 
requires manu

PH PROCESS

ation is the re
sound, 

nalogue signa
or samples. 
ntation  or, m
e object, and d
ment, the term

or capture the 
e direction. 

he process of 
to the compu

f all kinds in a
same efficie

APH DIGITIZ

n graphs must
s. A plot dig
plot by clickin
tizer can dig
and scaled 
E.g. Plot dig
ten in Java lan

ically digitize
on program c

orithm, the dig
d Y axes are 

ms operations 
gular interval
pretation of th

ach new pixel
ect in an imag
stages becom

ntation is don
matic conversi

segmentation 
ual interventio

SING 

epresentation 
document

al) by a discr
The result 

more specifical
digital form, f

m means to tra
"corners" whe

f digitization h
uting ideals as
all formats to 

ency and al

ZER 

t be digitized
gitizer digitiz
ng mouse on t
gitize with bo

drawings a
gitizer. It is 
nguage. 

s lines of a pl
called auto-tra

gitized plots a
given as inp
like sorting a

ls and produc
he entire graph

l of 
ge. 

mes 
ne. 
ion 

is 
on. 

of 
t or 
ete 
is 

lly, 
for 
ace 
ere 

has 
s it 
be 
lso 

 to 
zes 
the 
oth 
and 

a 

lot. 
ace 

and 
put. 
and 
ces 
h. 

F
di
po

I

T
so
im
Fu
al

[1]
So
Co
[2]
R.
ye
[3]
Cu
Jo
vo

From the poi
igitizer, we p
oints into spee

Input: Plotted 

Proces

Find th

Combi
natura

e.g. 20

Then e
softwa

Thus a numbe
ound through
mportance has
uture work is 
gorithms on th

] Benjamin Z. Ya
ong-Chun Zhu, “I
onference on Ima
] A. W. M. Smeu
 Jain, “Content-b

ears,” IEEE Trans
] Y. Rui, T. S. 
urrent techniques
urnal of Visual 

ol. 10,1999. 

Fig. 2 Output of 

VI.2. ALGO

nts that are o
ropose an alg

ech. 

Points. 

ss: Filter point

he elements in

ine these po
al language. 

010 average ra

employ the tex
are. 

VII. CONCL

er of ways to 
h text have 
s been given 
aimed at dev

he textual inte

REFEREN

ao, Xiong Yang, L
I2T: Image Parsin
age Processing, 20
ulders, M. Worri
based image retr
sactions PAMI, v
Huang, and S. 

s, promising dir
Communication 

digitization 

ORITHM 

obtained from
gorithm to co

ts at regular in

n the X and Y

oints and co

ainfall  200 cm

xt to speech c

LUSION 

transcend an
been analyze
to image rec

veloping more
erpretation of 

NCES 

Liang Lin, Mun W
ng to Text Descri
008 . 
ing, S. Santini, A
rieval at the end 
ol 22, no. 12, 200
F. Chang, “Imag
rections, and op

and Image Rep

 

m the plot 
onvert the 

ntervals. 

 axis. 

onvert to 

m. 

onversion 

n image to 
ed. More 
cognition. 
e efficient 
graphs. 

Wai Lee and 
ption” IEEE 

A. Gupta and 
of the early 

00. 
ge retrieval: 
pen issues,” 
presentation, 

International Journal of Scientific & Engineering Research, Volume 6, Issue 10, October-2015 
ISSN 2229-5518 

36

IJSER © 2015 
http://www.ijser.org 

IJSER

https://en.wikipedia.org/wiki/Object_(philosophy)
https://en.wikipedia.org/wiki/Object_(philosophy)
https://en.wikipedia.org/wiki/Image
https://en.wikipedia.org/wiki/Image
https://en.wikipedia.org/wiki/Image
https://en.wikipedia.org/wiki/Sound
https://en.wikipedia.org/wiki/Sound
https://en.wikipedia.org/wiki/Sound
https://en.wikipedia.org/wiki/Sound
https://en.wikipedia.org/wiki/Sound
https://en.wikipedia.org/wiki/Sound
https://en.wikipedia.org/wiki/Document
https://en.wikipedia.org/wiki/Signal_(electrical_engineering)
https://en.wikipedia.org/wiki/Signal_(electrical_engineering)
https://en.wikipedia.org/wiki/Signal_(electrical_engineering)
https://en.wikipedia.org/wiki/Analog_signal
https://en.wikipedia.org/wiki/Analog_signal
https://en.wikipedia.org/wiki/Sample_(signal)
https://en.wikipedia.org/wiki/Digital_data
https://en.wikipedia.org/wiki/Group_representation
https://en.wikipedia.org/wiki/Group_representation
https://en.wikipedia.org/wiki/Group_representation
https://en.wikipedia.org/wiki/Group_representation
https://en.wikipedia.org/wiki/Group_representation
https://en.wikipedia.org/wiki/Group_representation
https://en.wikipedia.org/wiki/Digital_image
https://en.wikipedia.org/wiki/Digital_image
https://en.wikipedia.org/wiki/Digital_image
https://en.wikipedia.org/wiki/Digital_image
https://en.wikipedia.org/wiki/Digital_image
https://en.wikipedia.org/wiki/Digital_image
https://en.wikipedia.org/wiki/Digital_image
https://en.wikipedia.org/wiki/Digital_image


 [4] R. Datta, D. Joshi, J. Li, and J. Z. Wang, “Image retrieval: 
Ideas, influences, and trends of the new age,” ACM Computing 
Surveys, vol. 40, no. 2, pp. 1-60, Apr. 2008. 
[5] Yi-Ren Yeh, Chun-Hao Huang, and Yu-Chiang Frank Wang, 
“Heterogeneous Domain Adaptation and Classification by 
Exploiting the Correlation Subspace,” IEEE Transactions on 
Image Processing, vol. 23, no. 5, May 2014. 
 [6] Fan-Chieh Cheng, Shih-Chia Huang and Shanq-Jang, 
“Illumination-Sensitive Background Modeling Approach for 
Accurate Moving Object Detection,” IEEE Trans. On 
Broadcasting, vol. 57, no. 4, Dec 2011. 
[7] Breen A.P., “The future role of text to speech 
synthesis in automated services”. 
[8] Tanprasert, C.; Koanantakool,T., “Thai OCR: a 
neural network application” 
[9] Iasonas Kokkinos and Petros Maragos, “Synergy between 
Object Recognition and Image Segmentation using the 
Expectation-Maximization Algorithm”, IEEE Transactions on 
Pattern Analysis and Machine Intelligence, vol. 31, no. 8, Aug. 
2009.  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

[10] Lucas S.M., „‟High performance OCR with syntactic 
neural networks”. 
[11] S.V. Rice, F.R. Jenkins, T.A. Nartker, The Fourth 
Annual Test of OCR Accuracy, Technical Report 95-03, 
Information Science Research Institute, University of 
Nevada, Las Vegas, July 1995. 
[12] R. Smith, “A Simple and Efficient Skew Detection 
Algorithm via Text Row Accumulation”, Proc. of the 3rd Int. 
Conf. on Document Analysis and Recognition (Vol. 2), IEEE 
1995, pp. 1145-1148. 
[13]J. Canny, “A Computational Approach to Edge Detection,” 
Reading in Computer Visions: Issues, Problems, Principles and 
Paradigms, pp. 184-203.  
[14] P. Felzenszwalb and D. Huttenlocher, “Pictoral Structures 
for Object Recognition,” International Journal of Computer 
Vision, vol. 61, no. 1, pp. 55-79, 2005.  
 

International Journal of Scientific & Engineering Research, Volume 6, Issue 10, October-2015 
ISSN 2229-5518 

37

IJSER © 2015 
http://www.ijser.org 

IJSER




